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 Phrase-based translation model
* Decoding

— Basic phrase-based decoding

— Dealing with complexity
* Recombination
* Pruning
* Future cost estimation



Phrase-based translation

zur Konferensz

| nach Kanada

Tommrrowl I |will flvy

| to the cmnferencellin Canada

e Foreign input is segmented in phrases
— any sequence of words, not necessarily linguistically motivated

e Each phrase is translated into English

e Phrases are reordered

Slide from Koehn 2008




Phrase-based translation model

e Major components of phrase-based model
— phrase translation model ¢(f|e)
— reordering model d
— language model p,\(e)
e Bayes rule f ; ;
argmax.p(elf) = argmaxp(f|e)p(e)

= argmaxe.:;r{ﬂe}j:hm{ejwle”gh(ej

Sentence f is decomposed into I phrases f{ = fi,.... f

e Decomposition of o(f|e)

of f_? le;)d(a; — bi—1)
1
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o(filer) =
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Statistical Machine Translation

e Components: Translation model, language model, decoder

foreign/English English
parallel text text

statlstlcal analysis statlstlcal analysis

Translation Language
Model Model

- *
- *

A A
| Decoding Algorithm |
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Decoding

Goal: find the best target translation of a source sentence
Involves search

— Find maximum probability path in a dynamically generated search
graph

Generate English string, from left to right, by covering parts of
Foreign string

— Generating English string left to right allows scoring with the n-gram
language model

Here is an example of one path



Decoding Process

Maria no dio una bofetada a 1la bruja verdes

e Build translation left to right

— select foreign words to be translated
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Decoding Process

Maria no dio una bofetada a la bruja varde

Mary

e Build translation left to right

— select foreign words to be translated
— find English phrase translation
— add English phrase to end of partial translation
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Decoding Process

Maria no dio una bofetada a 1a bruja verdes

Mary

e Build translation left to right

— select foreign words to be translated

— find English phrase translation
— add English phrase to end of partial translation
— mark foreign words as translated
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Decoding Process

Maria no dio una bofetada a la bruja verde

Ty

e One to many translation
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Decoding Process

la

bruja

verde

e Many to one translation
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Decoding Process

Maria no

Mary did neot

e Many to one translation
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dio una bofetada

slap

a la

bruja

verde

the




Maria no

Mary did neot

e Reordering
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Decoding Process

dio una bofetada

slap

a la

the

bruja

verde

green




Decoding Process

dic una bofetada

Mary did not slap the green witch

e Translation finished
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Translation Options

Maria no dio una bofetada a la bruja verds
M1 not give A alap Lo the witcoh dresn
did not a alap <51 are=sn witoh
jule) glap o the
did ret ogjve Lo
the
slap the witch

e Look up possible phrase translations

— many different ways to segment words into phrases

— many different ways to translate each phrase
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Hypothesis Expansion

Maria no dio una bofetada a 1a bruja wards
M1y not giwe a slap Lo tha —witch OJrsen
Adid not o salap Loy gresn wWitech
hale] glapn to the
Aid not giwe to
the
2lap tha witch
a:t
ify =========
Pe 1

e Start with empty hypothesis
— e: no English words
— f: no foreign words covered

— p: probability 1
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Hypothesis Expansion

Maria hilsl dio una bofetada a 1la bruija vards
Matys not giwe a 2lap Lo tha —witch grsen
Aid not a slap Ly dresn witch
no slap Lo the
Aid not giwe to
Lthe
2lap Lha witch
[=H : Mary
£: --------- |—{»EERSEEE T
P: 1 i 534

e Pick translation option

e Create hypothesis

— e: add English phrase Mary
— f: first foreign word covered
— p: probability 0.534
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Hypothesis Expansion

Maria o dio una bofetada a 1la bruja vards
Moty not giwe = slap Lo tha witch gJrsen
~did not 2 slap Loy dgresn witch
o slap to the
Aid not gisre iw]
the
alap the witch
e: witch
f: —----m-wo
P: .182
= 2: Mary
£ --------- R
P: 1 P: .534

e Add another hypothesis
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Hypothesis Expansion

o dio una bofetada a 1la bruija vards

Maty not giwe a slap Lo tha —wWitch famal=T=\ul
~Aid not 2 =slap Ly gresn witch
oo 3lap to the
did not give Lo
the
alap the witch

e: witch & . s8lap

fi ——--c--w- o w_www____

: 182 p: .043

e Further hypothesis expansion
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Hypothesis Expansion

Maria no dic una bofetada a la bruja wverdsa
Moty not gizre J=! slap o tha —witch gresn
Aid not A _slap Lar green witch
no 2lap to tha
did not _gisre oy
Lha
2lap tha witch

e: slap
f: *_kk k-

: 043

ax : did not a: 8lap a: tha e:graen witch
o T PR - M T R L LY I J—— Fr khkkdhd__ F: #*#kkdkbhds
p: 1 : .154 p: .015 p: .004283 p: 000271

e ... until all foreign words covered

— find best hypothesis that covers all foreign words
— backtrack to read off translation
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Hypothesis Expansion

Maria no dioc una bofetada a 1a bruja vards
Ma1oys not giwre =1 alap o tha —witch o =T =]
did not o alap Loy gresn witch
no s2lap to the
did not give i
the
2lap Lha witcoh
e: witch a: alap
f: [ —— f: W W
p: .182 & P: 043 %
My - -
a: 2: Mary 2: did not a: slap e: the a:gresen witch
f.. _———— e — - — f: [ — : f‘ L - f: Wk kb - - .,f: wokkok bl b f: Wk bk Wk ok W
P 1 p: .534 p: .154 +1:|: . 015 P: 004283 +1:|: LOo0D27T1
¥ ¥ ¥

e Adding more hypothesis

=- Explosion of search space
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Explosion of Search Space
e Number of hypotheses is exponential with respect to sentence length
= Decoding is NP-complete [Knight, 1999]

— Need to reduce search space

— risk free: hypothesis recombination
— risky: histogram /threshold pruning
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Hypothesis Recombination

p=0.534 p=0.092

g EEEEEE

Mar

did not give

did not

ive
p=0.164 9 p=0.044

e Different paths to the same partial translation
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Hypothesis Recombination

=1 =0.534 =0.092
b Mary = did not give P
EEEEEEEEE e . ENEEEEEE = - EEEEER
did not
give

p=0.164

e Different paths to the same partial translation

= Combine paths
— drop weaker path
— keep pointer from weaker path (for lattice generation)
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Hypothesis Recombination

p=0.092 did not give p=0.017
= g EEEEEE

p=0.092

did not give
e HEEEEEN

give

p=0.164

e Recombined hypotheses do not have to match completely

e No matter what is added, weaker path can be dropped, if:
— last two English words match (matters for language model)
— foreign word coverage vectors match (possible future paths are the same)
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Hypothesis Recombination
p=0.092

did not give

p=0.092

did not give
- HUEEEEE

did not
give

p=0.164

e Recombined hypotheses do not have to match completely

e No matter what is added, weaker path can be dropped, if:
— last two English words match (matters for language model)

— foreign word coverage vectors match (possible future paths are the same)

= Combine paths
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Pruning
e Hypothesis recombination is not sufficient
—- Heuristically discard weak hypotheses early

e Organize Hypothesis in stacks, e.g. by
— same foreign words covered
— same number of foreign words covered

— same number of English words produced

e Compare hypotheses in stacks, discard bad ones
— histogram pruning: keep top n hypotheses in each stack (e.g., n=100)

— threshold pruning: keep hypotheses that are at most a times the cost of
best hypothesis in stack (e.g., @ = 0.001)
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Hypothesis Stacks

3 4 5 &

e Organization of hypothesis into stacks

— here: based on number of foreign words translated
— during translation all hypotheses from one stack are expanded
— expanded Hypotheses are placed into stacks
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Comparing Hypotheses

e Comparing hypotheses with same number of foreign words covered

Maria no dic una bofetada

a la bruja verde

AW Y

e: Mary did not e: the
f: *k _ - _ _ _ _ _ f: _____ * %k _ _
p: 0.154 p: 0.354
better covers
partial easier part
translation

--> lower cost

e Hypothesis that covers easy part of sentence is preferred

"
—

Need to consider future cost of uncovered parts
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Future Cost Estimation

a la

y

Ito thel

e Estimate cost to translate remaining part of input

e Step 1: estimate future cost for each translation option

— look up translation model cost
— estimate language model cost (no prior context)

— ignore reordering model cost
— LM * TM = p(to) * p(the|to) * p(to the|a |a)
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Future Cost Estimation: Step 2

a la
cost = 0.0372
=P~ to cost = 0.0299
= the cost = 0.0354

e Step 2: find cheapest cost among translation options

Slide from Koehn 2008



Future Cost Estimation: Step 3

Maria no dio una bofetada a la bruja verds

Maria no dio una bofetada a la bruja verde

e Step 3: find cheapest future cost path for each span

— can be done efficiently by dynamic programming
— future cost for every span can be pre-computed
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Future Cost Estimation: Application

Maria dio una bofetada a la bruja verds
0.1 slap 0.006672
futures futurs
covered
covered cost coat

| If- Y

: 3 e: . Blap
£: - - ------- ] Voscoooso E: *_kk%____

p: .043

fo: 0006672
p*fo: . 000029

e Use future cost estimates when pruning hypotheses
e For each uncovered contiguous span:

— look up future costs for each maximal contiguous uncovered span
— add to actually accumulated cost for translation option for pruning
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A* search

e Pruning might drop hypothesis that lead to the best path (search error)

e A* search: safe pruning

— future cost estimates have to be accurate or underestimates
— lower bound for probability is established early by
depth first search: compute cost for one complete translation
— If cost-so-far and future cost are worse than lower bound, hypothesis can be

safely discarded

e Not commonly done, since not aggressive enough
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Limits on Reordering

e Reordering may be limited

— Monotone Translation: No reordering at all
— Only phrase movements of at most n words

e Reordering limits speed up search (polynomial instead of exponential)

e Current reordering models are weak, so limits improve translation quality

Slide from Koehn 2008



Word Lattice Generation

p=0.092

did not giwve

p=0.092

did not giwve
o EEEEEE

ive
p=0.164 °

e Search graph can be easily converted into a word lattice

— can be further mined for n-best lists
—: enables reranking approaches
—: enables discriminative training

Jo=
did net give

did net giwve

»{] ={]
Maxry
dm‘ﬂ give
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