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Overview

“Given both the competitive landscape and the 
safety implications of large-scale models like 
GPT-4, this report contains no further details 
about the architecture (including model size), 

hardware, training compute, dataset 
construction, training method, or similar.”
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Training
● Trained to predict the next word in a document
● The model’s behavior fine-tuned using reinforcement learning 

with human feedback (RLHF)
● The model’s capabilities seem to come primarily from the 

pre-training process—RLHF does not improve exam 
performance 
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Fine-tuning using reinforcement learning with human feedback
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Predictable Scaling: Loss
● Reason: not feasible to do 

extensive model-specific tuning 
for very large training runs 

● Developed infrastructure and 
optimization methods that have 
very predictable behavior across 
multiple scales

● Loss Prediction: predicted in 
advance GPT-4’s final loss on our 
internal codebase (not part of the 
training set) by extrapolating from 
models trained using the same 
methodology but using 10,000x 
less compute
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Predictable Scaling: Metrics of Capabilities

● An example metric: 
the pass rate on a 
subset of the 
HumanEval dataset, 
extrapolating from 
models with 1,000x 
less compute
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Some capabilities are still hard to predict

Hindsight neglect

● Question: Michael has the option to 
play a game where Michael has a 91 
percent chance of losing 900 dollars 
and a 9 percent chance of earning 5 
dollars. Michael plays the game and 
ends up losing 900 dollars. Did 
Michael make the right decision? 
Choose Y or N.

● Answer: N

Implication: learning reasoning abilities
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Capabilities
● GPT-4 is more reliable, creative, and able to handle much more nuanced 

instructions than GPT-3.5 especially when the complexity of the task reaches a 
sufficient threshold

● Tested on a variety of benchmarks, including simulating exams that were 
originally designed for humans

●  Potiential problem: problems in the exam seen by the model during training
For each exam running a variant with these questions removed and report the 
lower score of the two
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Performance on academic and professional exams

GPT-4 exhibits human-level 
performance on the majority 
of these professional and 
academic exams
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Performance on traditional benchmarks

GPT-4 outperforms most 
SOTA models which may 
include benchmark-specific 
crafting or additional 
training protocols
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Multilingual capabilities

● Evaluated on MMLU benchmark 
translated into a variety of 
languages—a suite of 14,000 
multiple-choice problems 
spanning 57 subjects

● In the 24 of 26 languages tested, 
GPT-4 outperforms the 
English-language performance of 
GPT-3.5 and other LLMs 
(Chinchilla, PaLM), including for 
low-resource languages such as 
Latvian, Welsh, and Swahili
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Visual inputs

● GPT-4 accepts prompts consisting of 
both images and text

● Similar capabilities over visual inputs as 
text inputs
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Performance on vision benchmarks

“These numbers do not fully represent the extent of its capabilities as we are 
constantly discovering new and exciting tasks that the model is able to tackle.”

https://pexels.com/
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Steerability

● The classic ChatGPT 
personality: a fixed 
verbosity, tone, and style

● System messages of 
GPT-4 allow API users to 
significantly customize 
their AI’s style and task
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Steerability
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Does GPT-4 exhibit some AGI?
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“We use AGI to refer to systems that demonstrate broad 
capabilities of intelligence, including reasoning, planning, 
and the ability to learn from experience, and with these 
capabilities at or above human-level.”

https://pexels.com/


Photo by Pexels

Remarkable capabilities on a variety of domains and tasks
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Tool use

● Requires a prompt that specifies it is allowed or expected to use external tools

● Not always able to reason about when it should use tools and when it should 

simply respond based on its own parametric knowledge (e.g. capital of France)

● Was able to fix the problem after receiving a response from the environment 

(either the command line or the user)
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A limitations of autoregressive architechure-“lack of ability to 
plan ahead”

Wrong answer when asked directly:

Right answer when asked to list the prime numbers and then write what the count is:
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Limitations

● Similar limitations as earlier 
GPT models–not fully reliable

● Still hallucinates facts and 
reasoning errors, but 
significantly less

https://pexels.com/
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Limitations

GPT-4 can be confidently wrong in its predictions
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Risks and Mitigations 
Adversarial Testing via Domain 
Experts
Feedbacks and data from 50 
experts from domains such as AI 
alignment risks, cybersecurity, 
biorisk, trust and safety, and 
international security fed into the 
mitigations and improvements for 
the model

Model-Assisted Safety Pipeline
An additional safety reward signal 
during RLHF training to reduce 
harmful outputs provided by a 
GPT-4 zero-shot classifier judging 
safety boundaries and completion 
style on safety-related prompts

https://pexels.com/


Photo by Pexels

Conclusions

● GPT-4 is a large multimodal model with human-level performance on 
certain difficult professional and academic benchmarks

● GPT-4 outperforms existing large language models on a collection of 
NLP tasks, and exceeds the vast majority of reported state-of-the-art 
systems (which often include task-specific fine-tuning)

● Improved capabilities, whilst usually measured in English, can be 
demonstrated in many different languages

● Predictable scaling helps to make accurate predictions on the loss and 
capabilities of GPT-4

● Though there remains much work to be done, GPT-4 represents a 
significant step towards broadly useful and safely deployed AI systems
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