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How can we talk with LLMs? 
- Prompt Engineering
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Introduction

Prompt engineering is..

• the process of creating a prompting function f(x) 

that results in the most effective performance 

on the downstream task.[2]

• often prompt template engineering, where a 

human engineer or algorithm searches for the 

best template for each task the model is 

expected to perform. [2]
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Introduction
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?

Puzzle, quiz, coherent writing, math etc.
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Source: [2] 

Actually more than just good input in ChatGPT…
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Chain of Thoughts (CoT) Prompting
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Chain of Thoughts (CoT) Prompting

Robustness: How does prompt selection affect Zero-shot-CoT?
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Chain of Thoughts (CoT) Self-Consistency
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Chain of Thoughts → Tree of Thoughts
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Thought, a coherent language sequence that serves as an intermediate step 

toward problem solving.



Chain of Thoughts → Tree of Thoughts
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A genuine problem-solving process involves the repeated use of available 

information to initiate exploration, which discloses, in turn, more information until 

a way to attain the solution is finally discovered.—— Newell et al.

Source: [4] 



Tree of Thoughts (ToT) Prompting

1. Thought decomposition

2. Thought generator
a. Sample

b. Propose

3. State evaluator
a. Value

b. Vote

4. Search algorithm
a. BFS (→ best each step)

b. DFS (→ impossible)
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Source: [4] 



Tree of Thoughts (ToT) Prompting

1. Thought decomposition

2. Thought generator
• Sample

• Propose
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3. State evaluator
• Value
• Vote

4. Search algorithm
• BFS (→ best states each step)
• DFS (→ impossible/final output)



Tree of Thoughts (ToT) Examples
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Game of 24

Sources: [4] 



Tree of Thoughts (ToT) Examples
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Sources: [4] 

Creative Writing
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Automatic Prompt Engineering 

Recent progress in NLP has shown language models are very good at 

generating diverse natural language text. Therefore, we consider leveraging 

a pretrained LLM to propose a good set U of candidate solutions that will 

guide our search procedure.
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Source: [1] 



Automatic Prompt Engineering 

• Use instructions optimized by 

searching over a pool of 

instruction candidates proposed by 

an LLM to maximize a chosen 

score function. 

• To evaluate the quality of the 

selected instruction, we evaluate 

the zero-shot performance of 

another LLM following the 

selected instruction.
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Source: [1] 



Automatic Prompt Engineering - Example
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Source: [1] 



Automatic Prompt Engineering 
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Source: [1] 



Prompt Engineering

➢ Introduction

➢Prompting, Variations: 

– Chain of Thoughts (CoT) 

– Tree of Thoughts (ToT) 

➢Automatic Prompt Engineering 

➢Conclusion & Limitation

➢Q & A

Prompt Engineering 21



Conclusions
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• Given a suite of appropriate prompts, a 

single LM trained in an entirely unsupervised 

fashion can be used to solve a great number 

of tasks! 

• With ideal prompts, we could exploit the 

potential of LMs. → Interaction with LMs.



Limitations
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• Research or tricks?

• Benchmark?
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